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Abstract:-Machine Learning is defined as an application d¢ifiaial intelligence where available informatios used by
using algorithms to process or assists the praoggsi statistical data. While Machine Learning ifogtes concepts of
automation and involves a high level of generailirato get a system that performs well on yet uns#sta instances, it
requires human guidance. Machine learning is divelgt new discipline in Computer Science that pdes a collection of
data analysis techniques. Some of these technigtesbased on well-established statistical methadg., (logistic
regression), while many others are not. The purpbsesearch is to predict the probability of alegé student of getting
hired or not getting hired by creating an applizatin Windows that will use few details as inputiamill give us an output
of either being “hired” or “not hired”. The firsthase of our paper involves the collection of dawz ereates a user-friendly
GUI for end users. The final phase of the workimseal at using algorithms in Machine Learning fae thsk of predicting
the probability of a college student of gettindheithired or not hired. We will present our findéng the Result section of

our windows application.

Index Terms- Machine learning, Random forest, SVM, Hire predictiDecision tree.

1. INTRODUCTION

Machines are increasingly doing “intelligent” thing~ace
book recognizes face in photos, Siri understandsegp
and Google translates websites. The fundamentéjhins
behind these breakthroughs is as much statistisal
computational. Machine intelligence became possibles
researchers stopped approaching intelligence
procedurally and began tackling them empiricallpcé&
recognition algorithms, for example, do not conefghard-
wired rules to scan for certain pixel combinatidoased on
human understanding of what constitutes a facdedds
these algorithms use a large dataset of photodlédbas
having a face or not. To estimate a function f f{xt
predicts the presence y of a face from Pixels x.

Machine learning (or rather “supervised” machirexiéng,
which is the focus of this research paper) revokesind
the problem of prediction: produce predictions dfgm x.
The appeal of machine learning is that it manages
uncover generalizable patterns. In fact, the sucoafs
machine learning at intelligence tasks is largakg do its
ability to discover complex structure that was specified
in advance. It manages to fit complex and veryiffliex
functional forms to the data without simply ovettifig, it
finds functions that work well out-of-sample.

We then evaluated several machine learning metfards
the prediction of hire ability of the candidateséa of the

training data and showed the feasibility of conthgcsuch

a task.

2. RELATED WORK

tasks

Lodato MA et al. [1] proposed a predicting professil
preferences for intuition —based hiring in whicheyh
presented a new improved predicting professional
preferences for intuition —based hiring. This wis first
study to examine the characteristics of HRM pratesss
that are associated with a preference for intuibased
hiring. The basic profile consisted of a generatncy to
prefer feeling-based decision making in all lifendons,
less knowledge of HRM, and employment in a smaller
organization. From a theoretical standpoint, thegearch
tsuggests that scholars should begin developingogitipns
about the causal connections among these and delate
constructs. They need a better understanding ofpelople
reject evidence-based practice, and what moderating
variables are amenable to change. From a practical
standpoint, their research suggests possible nwarfer
predicting which HRM practitioners will be more egtive
to science-based training. Kirimi J.M. et al [2pposed an

We approach the problem from a nonverbal perspectivapplication of data mining classification in empey

where behavioural feature extraction and infereace
automated. This paper presents a computationalefremk
for the automatic prediction of hire ability. Tagkend, we
collected a dataset of people who applied for avjbiere
their marks in communication skills, of first rounttheir

performance prediction in which they presents a new
improved application of data mining classificatian
employee performance prediction. Their researchepap
focused on the possibility of building a classifioa model

for predicting employee performance. Many perforogan

percentage in 12class ( grade ), the number of internshipsattributes were tested using performance appraisak for

they have done and the number of backlogs.

the year 2012 and 2013. Some of the attributes Veensd
effective on the performance prediction. The Exqre
attribute had the maximum gain ratio, which madéhé
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starting node and most effective attribute. Oth&ibaites
that appeared on the decision tree
Qualification, Gender, Marital Status,

modeling tool that has applications spanning a remd

include Agdifferent areas. In general, decision trees arestcocted
Training andvia an algorithmic approach that identifies waysspdit a

Performance Appraisal Score. For management of thdata set based on different conditions. It is ohth@ most

School and HR Department, their model, and

itsvidely used and practical methods for supervisadnieg.

subsequent enhancements, can be used in preditiéing Decision Trees are a non-parametric superviseditaar

employee performance. Several actions can be takiis
case to avoid any risk related to hiring poorlyfpened
employee.

3. RESEARCH METHODOLOGY

1. Logistic Regression:

In Logistic Regression modeling of an event ocagri
(Hired) versus event is not occurring (Not Hired)sing

Logistic Regression, we identify probability of avent

occurring (Hired) and event is not occurring (Natet).

method used for both classification and regressasks.
The goal is to create a model that predicts theevalf a
target variable by learning simple decision ruleferred
from the data features. A decision tree is a tike=-graph
with nodes representing the place where we pick an
attribute and ask a question; edges represenngweeas to
the question; and the leaves represent the actuplioor
class label. They are used in non-linear decisi@king
with simple linear decision surface.

Decision trees classify the examples by sortingntidg@wn

Logistic Regression is one of the most used Machinthe tree from the root to some leaf node, withléiaé node

Learning algorithms for binary classification. $ta simple
Algorithm that you can use as a performance baselins

providing the classification to the example. Eaduen in
the tree acts as a test case for some attributiee@ach edge

easy to implement and it will do well enough in man descending from that node corresponds to one of the

tasks. Therefore, every Machine Learning engingeulsl
be familiar with its concepts. The building bloctncepts

possible answers to the test case. This procagsussive
in nature and is repeated for every sub tree roateithe

of Logistic Regression can also be helpful in deemew nodes.

learning while building neural networks. Like maather
machine learning techniques, it is borrowed from field
of statistics and despite its name; it is not ayoathm for

regression problems, where you want to predict a 1.

continuous outcome. Instead, Logistic Regressithdgyo-
to method for binary classification. It gives youiacrete

binary outcome between 0 and 1. To say it in simple 3.

words, its outcome is either one thing or anotterthis
implementation we have use Binomial Distributionh&¥
binary data and binomial distribution are mixed rthie
becomes Logit Function. Binomial distribution is
classification of binary data. Binomial distributiégs used
for find unknown probability.

The Logistic Equation:

Logistic regression achieves this by taking the ddgs of
the event In(P/1-p) where, P is the probabilitewént. So,
P always lies between 0 and 1.

Firstly, we will find Odds;

P(Hired)
0dds = —————
P(Not Hired)
P
Odds = m

Where, P is the probability of event (Hired). $oalways
lies between 0 and 1.
Logit function;

P;
= ln(1 lp) =a + Bix;+ - + Ppxy
Vi
Taking exponent both side of above equation;
4 ea+ﬁixi
Pi=EQ =1lx) = 1+ eZ 1+ eathxi

2. Decision Tree:

We have to use another algorithm in our proje€iésision
Tree for prediction of student which will be hired not
hired. Decision Tree Analysis is a general, prédict

A general algorithm for a decision tree can be deed as
follows:
Pick the best attribute. The best attribute is one
which best splits or separates the data.
2. Ask the relevant question.
Follow the answer path.

4. Goto step 1 until you arrive to the answer.
The best split is one which separates two diffefabels
into two sets.

Now that we know what a Decision Tree is, we'll $mav
it works internally. There are many algorithms dere
which construct Decision Trees, but one of the hsst
called as ID3 Algorithm. ID3  Stands for
IterativeDichotomiser3.Before  discussing the ID3
algorithm, we’ll go through few formulas.

Calculation:

Entropy:

1
HES) = ) peo) log: 5

Intuitively, it tells us about the predictabilityf @ certain

event (Hired or not hired).

Information Gain

Repeat until we run out of all attributes, or tleeidion tree

has all leaf nodes. Information gain is also callesl

Kullback - Libeler divergence denotedligyS, A) for a set

S is the effective change in entropy after decidomga

particular attribute A. It measures the relativaaroge in

entropy with respect to the independent variables.
IG(S,A) =H(S)—H(S, A)

Alternatively,

1G(S,A) = H(S) — ZP(x) « H(x)
i=0
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Wherd G (S, A) is the information gain by applying feature which will be hired or not hired. Support vectorchae is

A. H(S) is the Entropy of the entire set, while second another simple algorithm that every machine leanin
term calculates the Entropy after applying the deatA, expert should have in his/her arsenal. Support ovect

where P(x) is the probability of event x. machine is highly preferred by many as it produces
ID3 Algorithm will perform following tasks recursdly significant accuracy with less computation powerpjsort
1. Create root node for the tree Vector Machine, abbreviated as SVM can be usedbddn
2. If all examples are positive, return leaf noderegression and classification tasks. But it is Widesed in
‘positive’ classification objectives.
3. Else if all examples are negative, return leaf nodé\n SVM model is a representation of the examples as
‘negative’ points in space, mapped so that the examples of the
4. Calculate the entropy of current state H(S) separate categories are divided by a clear gapishas
5. For each attribute, calculate the entropy withwide as possible. In addition to performing linear
respect to the attribute ‘X’ denoted by H(S, x) classification, SVMs can efficiently perform a nimear
6. Select the attribute which has maximum value otlassification, implicitly mapping their inputs mthigh-
IG(S, x) dimensional feature spaces.
7. Remove the attribute that offers highest IG fromHYPERPLANE
the set of attributes Hyper plane is a line that linearly separates dasgstfies a
set of data.
3. Random Forest: SUPPORT VECTOR

We have to use another algorithm in our proje®@asdom  Support vectors are the data points nearest tchyper
Forest algorithm for prediction of student whichlliie  plane, the points of a data set that, if removealld alter
hired or not hired. Random Forest is one of the tmodghe position of the dividing hyper plane.
versatile machine learning algorithms availableatodVith MARGIN
its built-in assembling capacity, the task of bimfgl a The distance between the hyper plane and the redats
decent generalized model (on any dataset) gets mughint from either set is known as the margin.
easier. How to compute optimal hyper plane:

Let's introduce the notation used to define formallhyper
In fact, the easiest part of machine learningading. If  plane:
you are new to machine learning, the random forest(x) = B, + B x
algorithm should be on your tips. Its ability tdv@s—both ~ Whereg is known as the weight vector ary as the bias.
regression and classification problems along with
robustness to correlated features and variable rirzpoe
plot gives us enough head start to solve varioablpms. 4, RESEARCH WORK
Random forest is a tree-based algorithm which wesl
building decision trees, then combining their ottpa In this project research paper the purpose isvileapredict
improve generalization ability of the model. Thethwel of  the probability of college student of getting kirer not
combining trees is known as an ensemble methodetting hired by creating an application in Windothsit
Assembling is nothing but a combination of weakheas will use few details as input and will give us amput of
(individual trees) to produce a strong learner. d®mm either being “hired” or “not hired”. The first pra®f our
Forest can be used to solve regression and clz#iii  paper involves the collection of data and creataser-
problems. In regression problems, the dependeighlaris  friendly GUI for end users. The final phase of therk is
continuous. In classification problems, the depende aimed at using algorithms in Machine Learning far task
variable is categorical. In simple words, Randome$b of predicting the probability of a college studeiitgetting
builds multiple decision trees (called the foremty glues either hired or not hired. We will present our fimgs in the
them together to get a more accurate and stabtécimm.  Result section of our windows application. In thi®ject

The forest it builds is a collection of Decisione®€s, we have used 4 types of algorithms to calculate the
trained with the bagging method. majority of student to getting hired or not hirdd Logistic
Trivia: The random Forest algorithm was created by Leoegression (2) Decision tree (3) Random foresSUM

Brie man and Adele Cutler in 2001 [3]. Our first algorithms is logistic regression whicle lave
How does random forest work? implemented .In logistic regression; we are goirg t
Creating a random forest implement how the logistic regression model works i
Step 1: Create a Bootstrapped Data Set machine learning. The logistic regression modelbie
Step 2: Creating a Decision Trees member of the supervised classification algoritramify.
Step 3: Go back to step 1 and repeat The building block concepts of logistic regressitan be
Step 4: Predicting the outcome of a new data point helpful indeep learning while building the neural

networks. In this phase we measure the relationship

4. Support Vector Machine: between the categorical dependent variable and avne
We have to use another last algorithm in our ptojec more independent variables by estimating probadslit
Support Vector Machine algorithm for predictionstident using a logistic function. Our second Algorithms i

137

S



International Journal of Research in Advent Technology, Special Issue, March 2019

E-1SSN: 2321-9637
Available online at www.ijrat.org

Decision tree which we have implemented. Decisiae t
builds classification or regression models in thef of a
tree structure. It breaks down a data set into lsmahd
smaller subsets while at the same time an assdciate
decision tree is incrementally developed. The fiesult is

a tree with decision nodes and leaf nodes. A detisbde
has two or more branches. Leaf node represents a
classification or decision. The topmost decisionlenén a
tree which corresponds to the best predictor cattemut
node. That will provide best predictor in our patjeOur
third Algorithms which we have implemented are Rand
forest .Random forest builds multiple decisione tad merge
them together to get a more accurate and staldetwa. And
our last Algorithms which we have implemented isMsV
which is support vector machine. The idea of SVM is
simple: The algorithm creates a line or a hypeng@lahich
separates the data into classes. In this phasan ph
offering a high- level of overviews of SVM.I wilatk about
the theory behind SVMs, its application for noreknly
separable datasets and a quick example of implextie@mt
of SVMs in Python as well.

5. CONCLUSION AND RESULT

This was a study to predict the hire ability of dalates out
of which most of them are college students by e bf a
dataset that had labels and marks in communicakals,

of first round, their percentage 2" class (grade), the
number of internships they have done and the nurober
backlogs. With the help of this data set we implete
machine learning algorithms, we split the data i@to
training model and testing model and finally weedrito
predict the chance of getting either hired or rim¢chbased
on the algorithms and the given data set. We fmnall
conclude our findings in by creating a user frigngiaphic
user interface in form of a windows application asfbw
the output of the each applied algorithm in a dSpeentry
and then finally we take the majority of the resgiven by
those algorithms and show it in the result sectbrour
windows application which we placed at the top of o
application, just below the title or heading of our
application.
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